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Figure 1: Comparison of our method to path tracing and existing hair shading methods with deep opacity maps. Our dual scattering
approximations (offline ray shooting and real-time GPU-based implementations) achieve close results to the path tracing reference without
any parameter adjustment and with significantly improved rendering times. Using single scattering only fails to produce the correct hair
color. Adding an ad-hoc diffuse component or Kajiya-Kay shading model also fails to achieve the same realism, even after hand tweaking the
diffuse color and shadow opacity to match the reference. The hair model has 50K strands and 1.4M line segments.

Abstract

When rendering light colored hair, multiple fiber scattering is essen-
tial for the right perception of the overall hair color. In this context,
we present a novel technique to efficiently approximate multiple
fiber scattering for a full head of human hair or a similar fiber based
geometry. In contrast to previous ad-hoc approaches, our method
relies on the physically accurate concept of the Bidirectional Scat-
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tering Distribution Functions and gives physically plausible results
with no need for parameter tweaking. We show that complex scat-
tering effects can be approximated very well by using aggressive
simplifications based on this theoretical model. When compared
to unbiased Monte-Carlo path tracing, our approximations preserve
photo-realism in most settings but with rendering times at least two-
orders of magnitude lower. Time and space complexity are much
lower compared to photon mapping-based techniques and we can
even achieve realistic results in real-time on a standard PC with
consumer graphics hardware.

CR Categories: I.3.7 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Color, shading, shadowing, and texture

Keywords: Hair rendering, multiple scattering, GPU algorithms

1 Introduction

Accounting for multiple scattering is a key factor in the realistic
rendering of human hair. Particularly in dense, light-colored hair,
multiple scattering provides a critical component of the hair color,
similar to the effect seen in subsurface scattering of translucent
materials. Unfortunately, the high geometric complexity of hair
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models coupled with the complexity of the light interaction in hair
volumes makes computing this multiple scattering effect difficult.
Even for the simplest case of computing illumination due to a sin-
gle point light source, contributions of several different light paths
need to be determined to achieve reasonable visual accuracy.

Recently, two different photon mapping based methods have been
proposed to accelerate the multiple scattering computation in hair.
Even though these methods present a significant speed improve-
ment as compared to brute force path tracing, they still require
hours to compute a single frame and a large amount of memory to
store the photon map. On the other hand, in real-time graphics the
multiple scattering property of hair is overly simplified and treated
as transparent shadows (completely ignoring the effect of the circu-
lar shape of hair fibers) coupled with an ad-hoc diffuse component.
This extreme simplification prevents the use of physically based
hair shaders, and gives hair a dull appearance. Furthermore, rigor-
ous parameter tweaking is necessary to achieve acceptable results,
the realism of which is always questionable.

In this paper, we introduce the concept of dual scattering, which
splits the multiple scattering computation into two components:
global multiple scattering and local multiple scattering. The global
multiple scattering component aims to compute the light traveling
through the hair volume and reaching the neighborhood of the point
of interest, while local multiple scattering accounts for the scatter-
ing events within this neighborhood. Exploiting physically based
scattering properties of real hair fibers, we introduce several theo-
retical simplifications for computing both of these components; this
permits extremely efficient multiple scattering computations with
minimal accuracy compromise. As a result of our aggressive theo-
retical simplifications, the implementation of global multiple scat-
tering becomes very similar to standard semi-transparent hair shad-
owing techniques, while local multiple scattering is modeled as a
material property derived from hair fiber properties.

The top row of Figure 1 compares different implementations of our
dual scattering method to path tracing. The path tracing image takes
7.8 hours to compute, while by using dual scattering we can reduce
this time to 5.2 minutes in our offline implementation or even 14
frames per second with our GPU implementation. The precompu-
tation time required for all dual scattering implementations is only
a few seconds. As can be seen from these images, we can main-
tain visual accuracy with significant improvement in computation
time. Just as important, all calculations are based on computable
or measurable values, so there is no unintuitive parameter tweaking
(such as smoothing radius) that existed in previous physically based
techniques.

The bottom row of Figure 1 shows the results of single scattering
only and existing hair shading methods with semi-transparent shad-
ows using deep opacity maps. Even after rigorous parameter tweak-
ing of ad-hoc diffuse color used by the shaders and the opacity value
used for the shadow computation, the results still differ significantly
from the path tracing reference. This is mainly because several im-
portant multiple scattering effects like directionality, color shifts,
and successive blurring cannot be modeled by these oversimplified
formulations. Therefore, the realism that we achieve using our dual
scattering approximation goes beyond existing real-time hair ren-
dering methods. Note that dual scattering is not an ad-hoc addition
for enhancing real-time hair rendering; it is a physically-based sim-
ulation, the simplicity of which permits real-time implementation.

In the next section we provide a brief summary of the previous work
and the terminology we use throughout the paper. The theory of
dual scattering is introduced in Section 3. We present the details of
our different implementations in Section 4 and our results in Sec-
tion 5. Finally, we conclude with a short discussion in Section 6.

2 Background

There is a large body of work on hair modeling and rendering in
computer graphics. In this section we only review the techniques
that are most relevant to our approach and we concentrate on phys-
ically based methods. For a more comprehensive overview of hair
rendering please refer to the recent survey paper of Ward et al.
[2007].

2.1 Prior Work

Marschner et al. [2003] presented the seminal work in the
physically-based rendering of human hair. Their paper developed a
far-field scattering model for hair based on measurements of actual
hair. They modeled hair fibers as dielectric cylinders with colored
interiors, and their model was able to account for important single
scattering effects, such as multiple highlights, and deliver realistic
results for dark colored hair.

Further work showed that multiple fiber scattering is essential for
correct perception of hair color, particularly for light colored hair.
New models [Zinke et al. 2004; Moon and Marschner 2006; Zinke
and Weber 2007] were developed to generalize the approach of
Marschner et al. [2003] to account for these multiple scattering ef-
fects.

In order to solve this more general illumination problem, meth-
ods such as path tracing can be used, though this often leads to
prohibitive running times. Both Moon and Marschner [2006] and
Zinke and Weber [2006] use photon mapping approaches to esti-
mate the multiple scattering. Although both methods can produce
accurate results similar to path tracing in many situations, they are
computationally costly and require high resolution (memory con-
suming) photon maps. These methods cannot be made interactive.
Yuksel et al. [2007] have also proposed an alternative projection-
based method for rendering global illumination for fibers. How-
ever, this approach makes several simplifications, e.g. neglecting
inter-reflections, that reduce accuracy.

A number of other techniques have addressed some aspects of mul-
tiple scattering effects for hair volumes, especially in the context of
self-shadowing for interactive hair rendering [Lokovic and Veach
2000; Kim and Neumann 2001; Mertens et al. 2004; Bertails et al.
2005; Xu et al. 2006; Hadwiger et al. 2006; Yuksel and Keyser
2008]. However, the main drawback of most of these methods is
that they use ad-hoc simplifications and non-physical parameters,
which cannot be derived from physical hair fiber properties. While
plausible images can be produced by these methods in some situa-
tions, parameters need to be repeatedly tweaked to be appropriate
for a particular scene and lighting condition. An exception is the
work of Gupta and Magnenat-Thalmann [2005], which provides a
more complex scattering-based approach. However, their approach
is purely density-based and uses an ad-hoc volumetric scattering
function without any physical basis. Therefore it cannot capture
important phenomena such as directionality of multiple scattering,
successive blurring, or subtle color shifting effects.

For simulating volumetric light transport, cheap analytical multiple
scattering models have been presented [Kniss et al. 2003; Premoze
et al. 2004]. By taking into account optical properties of a partici-
pating media Premoze et al. [2004] use practical approximations to
efficiently compute important features of multiply scattered light,
such as spatial and angular spread of an incident beam. The ra-
diative transfer is computed based on only a few prototypic path
samples. However, even though this work is related in spirit to our
approach, it has not yet been demonstrated to work with spatially
varying and highly anisotropic scattering of hair fibers.

2



To appear in the ACM SIGGRAPH 2008 conference proceedings

Figure 2: Definition of angles and directions

2.2 Terminology and Notation

The discussion in this paper includes numerous symbols and terms
that might not be familiar to readers. We follow the terminology
and notation used by Marschner et al. [2003] and Zinke and We-
ber [2007]. While we would refer the reader to those sources for
more complete descriptions, we give a brief review and overview
of terminology here.

Referring to Figure 2, consider the tangent to the hair fiber (i.e. a
vector running down the central fiber axis), u. The normal plane is
the plane perpendicular to u. Directions within this normal plane
are referred to as azimuthal angles, and are expressed with the sym-
bol φ. An angle formed with respect to the normal plane is called
the longitudinal inclination, and is expressed with the symbol θ.
For a point on the fiber, a direction is expressed by the symbol ω.
Thus, any direction ωa is equivalently expressed by the longitudinal
inclination θa and the azimuthal angle φa.

The amount of incoming light from one given direction, ωi, scat-
tered in another given outgoing direction, ωo, is expressed by a
Bidirectional Scattering Distribution Function. For a hair fiber,
Zinke and Weber [2007] defined a very general Bidirectional Fiber
Scattering Distribution Function that incorporated fiber geometry in
addition to incident and output angles. By assuming the viewer and
light source are sufficiently far from the hair fiber, one can ignore
the hair geometry and local (near-field) variations in geometry, re-
sulting in a simplified Bidirectional Curves Scattering Distribution
Function (BCSDF), fs(ωi, ωo). The scattering function defined by
Marschner et al. [2003] is one possible BCSDF.

A hair fiber is generally thought of as a cylinder, and as light hits
these cylinder boundaries, it can either be transmitted (T) or re-
flected (R). Thus, TT refers to the light passing into then out of
the fiber in a generally forward direction, while R and TRT refer
to backward reflections, either before (R) or after (TRT) passing
through the fiber. Computing a BCSDF generally involves comput-
ing these three components, and more complex interactions (e.g.
TRRT) are ignored.

We follow both Marschner et al. [2003] and Zinke and We-
ber [2007] in using a formulation for the BCSDF as a product of a
longitudinal function, Mt, and an azimuthal function, Nt for each
of the three reflection types t ∈ (R,TT,TRT). M is modeled
as a normalized Gaussian function g(αt, (βt)

2) with mean αt and
standard deviation βt specified according to measured properties
of hairs. N is precomputed in a 2D table of difference angles
θ = (θo − θi)/2 and φ = φo − φi. See Marschner et al.’s pa-
per [2003] for more details on these computations. Note that in
this paper, g(a, b) refers to a unit area Gaussian function defined in
variable a with a zero mean and variance b.

3 Dual Scattering

In this section we present the theoretical foundations of the dual
scattering approximation. We simplify the computation of the com-
plicated physical multiple scattering phenomena using properties of
real human hair fibers and realistic human hair models. As a result

of these simplifications, we achieve a physically-based formulation
for multiple scattering, which can be implemented in a very similar
way to standard hair shadowing techniques.

Similar to Moon and Marschner [2006], in our rendering system we
use one dimensional fibers, disregarding the illumination variation
across the width of a hair strand. In this form, the general rendering
equation for outgoing radiance Lo towards a direction ωo at a point
x can be written as

Lo(x, ωo) =

∫
Ω

Li(x, ωi) fs(ωi, ωo) cos θi dωi , (1)

where Li(x, ωi) is the incident radiance from direction ωi,
fs(ωi, ωo) is the BCSDF of a hair fiber, and Ω is the set of all di-
rections over the sphere. The incident radiance function Li(x, ωi)
includes all light paths scattered inside the hair volume such that

Li(x, ωi) =

∫
Ω

Ld(ωd) Ψ(x, ωd, ωi) dωd , (2)

where Ld(ωd) is the incoming radiance from outside the hair
volume from direction ωd (assuming distant illumination), and
Ψ(x, ωd, ωi) is the multiple scattering function denoting the frac-
tion of light entering the hair volume from direction ωd that is scat-
tered inside the hair volume and finally arriving at point x from
direction ωi.

The main concept behind the dual scattering method is to approxi-
mate the multiple scattering function as a combination of two com-
ponents: global multiple scattering and local multiple scattering.
The global multiple scattering function ΨG is used to compute the
irradiance arriving at the neighborhood of a point x inside the hair
volume, and the local multiple scattering function ΨL approximates
the multiple scattering of this irradiance within the local neighbor-
hood of x (Figure 3). Therefore, the multiple scattering function
becomes the sum of global multiple scattering and global multiple
scattering that goes through further local multiple scattering

Ψ(x, ωd, ωi) = ΨG(x, ωd, ωi)
(
1 + ΨL(x, ωd, ωi)

)
. (3)

For the sake of simplicity we explain our dual scattering method
assuming that the subject hair model is illuminated by a single di-
rectional light source. At the end of this section we explain how
this approach can be extended for other light source types, multiple
light sources, image based lighting, and global illumination.

3.1 Global Multiple Scattering

Global multiple scattering is especially important for light col-
ored hair types as they permit outside illumination to penetrate

Figure 3: Based on intersections (red dots) along the shadow path
(dashed line), the multiple scattering distributions ΨL and ΨG and
the resulting outgoing radiance Lo are locally estimated.
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deeper into the hair volume. According to the measurements of
Marschner et al. [2003], light scattering from human hair fibers is
strongly anisotropic in the longitudinal direction, while it is much
less anisotropic in the azimuthal direction. Because of this rather
wide azimuthal scattering property of human hair, the computation
of global multiple scattering should handle several different rather
complicated light paths. On the other hand, the energy of light ar-
riving at a point does not depend on the actual path, but the qual-
ity of the scattering events along the path. Assuming statistically
independent scattering events, all other geometrical properties of
the cluster (such as the distance between fibers) can be neglected.
Moreover, a realistic human hair model presents strong local sim-
ilarity in the orientation of neighboring hair fibers, therefore the
probabilities of different light paths exhibit this similarity.

Based on these observations, in our dual scattering method we sim-
plify the computation of global multiple scattering by exploring the
light scattering properties along only a single light path, namely
the shadow path (in the direction ωd), and use the information we
gather for approximating the contributions of other possible paths
(Figure 3). Along the shadow path, we classify all possible scat-
tering directions of a scattering event into two groups: Forward
Scattering and Backward Scattering, which correspond to all direc-
tions in the front and back half of the scattering cone relative to the
original light source.

Note that the strong TT component of hair fiber scattering is in-
cluded in the front half-cone. Therefore, for light colored hair mod-
els forward scattering is significantly stronger than backward scat-
tering. Furthermore, light paths that go through a backward scat-
tering before reaching the neighborhood of point x scatter away
from this point, and they need another backward scattering to re-
verse their direction. As a result, for light colored hair types only
a very small portion of global multiple scattering includes back-
ward scattering. In our formulation we disregard these double (or
more) backward scattered paths, approximating the global multiple
scattering by only front scattered radiance. (Note that backward
scattered paths are ignored only for the global multiple scattering
computation and they will be included in local multiple scattering).
As a result, we approximate the global multiple scattering as

ΨG(x, ωd, ωi) ≈ Tf (x, ωd)Sf (x, ωd, ωi) , (4)

where Tf (x, ωd) is the total transmittance and Sf (x, ωd, ωi) ac-
counts for the spread of global multiple scattering into different di-
rections. Therefore, to compute the global multiple scattering we
need to evaluate these two functions.

3.1.1 Forward Scattering Transmittance

The transmittance function Tf (x, ωd) gives the total attenuation of
a front scattered light path arriving at the point x. Therefore, the
transmittance function depends on the number of scattering events
n along the shadow path and the average attenuation āf (θd) caused
by each forward scattering event as

Tf (x, ωd) = df (x, ωd)

n∏
k=1

āf
(
θkd
)
, (5)

where df (x, ωd) is the density factor and θkd is the longitudinal in-
clination at the kth scattering event. Note that if n = 0, the point x
is illuminated directly and the transmittance function is set to 1. We
use the density factor df (x, ωd) to account for the fact that not all
points x are located inside a dense cluster. Thus, the front scattered
irradiance on x comes from only a subset of all directions as shown
in Figure 4. Although the density factor theoretically depends on
the hair density and the specific location of x, in practice we simply

Figure 4: Cross section of a hair cluster. The fiber at x is not fully
surrounded by other strands, so it can receive multiple scattered
radiance only from the shaded sections. df accounts for fibers in
the orange region, while db accounts for fibers in the blue region.

use a constant value (between 0 and 1) to approximate this factor
based on the overall hair density. In our experiments we found that
for realistic human hair models density factors between 0.6 and 0.8
give realistic results (as compared to a path tracing reference). For
all examples in this paper, the density factor is set to 0.7.

We compute the average attenuation āf (θd) directly from the fiber
scattering function fs as the total radiance on the front hemisphere
due to isotropic irradiance along the specular cone:

āf (θd) =
1

π

∫
Ωf

∫ π
2

−π
2

fs ((θd, φ), ω) cos θd dφ dω, (6)

where Ωf is all directions over the front hemisphere and θd is the
inclination of direct illumination at the scattering event.

3.1.2 Forward Scattering Spread

The spread function Sf (x, ωd, ωi) approximates the final angular
distribution of front scattered light to find the probability of radi-
ance coming to the point x from direction ωi. Because of the wide
azimuthal scattering property of hair fibers, front scattered radiance
quickly becomes almost isotropic in the azimuthal direction after
only a few scattering events. However, in the longitudinal direc-
tion front scattered spread is still rather anisotropic. Therefore, we
represent our spread function using a constant term s̃f for the az-
imuthal spread and a narrow Gaussian distribution function g for
the longitudinal component:

Sf (x, ωd, ωi) =
s̃f (φd, φi)

cos θd
g
(
θd + θi , σ̄

2
f (x, ωd)

)
, (7)

where s̃f (φd, φi) is 1/π for forward scattering directions and zero
for backward scattering, and σ̄2

f (x, ωd) is the total variance of for-
ward scattering in the longitudinal directions. Since the BCSDF
of a fiber is represented by a Gaussian distribution (M ) in longitu-
dinal directions, we can compute the total variance as the sum of
variances of all scattering events along the shadow path

σ̄2
f (x, ωd) =

n∑
k=1

β̄2
f

(
θkd
)
, (8)

where β̄2
f (θkd) is the average longitudinal forward scattering vari-

ance of the kth scattering event, which is directly taken from the
BCSDF of the hair fiber. Note that for a single directional light
source when n = 0, i.e. when the fiber is being illuminated directly,
the spread function becomes a delta function δ(ωd − ωi).

3.2 Local Multiple Scattering

The local multiple scattering function accounts for the multiple
scattering events within the neighborhood of the point x. Since
light paths that go through only forward scattering are included in
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the global multiple scattering function, light paths of the local mul-
tiple scattering function must include at least one backward scatter-
ing. Because of this backward scattering, local multiple scattering
is mostly smooth with subtle changes over the hair volume, yet it
significantly affects the visible hair color especially for light col-
ored hair types.

In our dual scattering method, we combine local multiple scattering
and the BCSDF of the hair fibers, approximating the result with a
density factor db and backscattering function fback as

ΨL(x, ωd, ωi) fs(ωi, ωo) ≈ db(x, ωd) fback(ωi, ωo) . (9)

Similar to forward scattering density factor df , backward scatter-
ing density factor db accounts for the hair density around the point
x, and in practice we approximate it using a constant density term
equal to df , which we set to 0.7. Note that fback is not a function
of x, which means that it is modeled as a material property. We
formulate fback as a product of an average backscattering attenu-
ation function, Āb, and an average spread function, S̄b, estimating
the bidirectional multiple backscattering distribution function of a
hair cluster as

fback(ωi, ωo) =
2

cos θ
Āb(θ) S̄b(ωi, ωo) , (10)

where θ = (θo − θi)/2 is the difference angle of incident and out-
going inclinations and an additional cos θ factor accounts for the
fact that light is roughly scattered to a cone as in [Marschner et al.
2003]. To evaluate the effect of local multiple scattering we need
to compute average backscattering attenuation Āb(θ) and average
backscattering spread S̄b(ωi, ωo). Note that our formulation of ΨG

and ΨLfs have a similar structure; however, these two expressions
are conceptually different: ΨG models an angular radiance distri-
bution whereas fback serves as a curve scattering term (BCSDF).

3.2.1 Average Backscattering Attenuation

The average backscattering attenuation is computed for a point x in-
side a cluster of disciplined hair1. Since realistic hair models have
strong similarity among neighboring hair strands, average attenua-
tion computed for a disciplined hair cluster is a good approximation
to be used in local multiple scattering. Furthermore, we ignore the
slight change in the longitudinal inclination angle due to backward
scattering events assuming that the absolute value of the longitudi-
nal inclination |θ| is the same for all fibers in the cluster.

Local multiple scattering needs to account for the portion of light
paths after they reach the neighborhood of point x. We consider
only paths with an odd number of backward scattering events in
this part of the light path. When there are an even number of back-
ward scattering events in this part of the light path, the path points
away from the light and does not return back to x; thus, such paths
would not contribute to local multiple scattering. Average backscat-
tering attenuation for all light paths that include a single backward
scattering is

Ā1(θ) = āb

∞∑
i=1

ā2 i
f =

āb ā
2
f

1− ā2
f

, (11)

where āf (θ) is the average forward scattering attenuation, and
āb(θ) is the average backward scattering attenuation. It is com-
puted similar to Equation 6 from fiber BCSDF for isotropic irradi-
ance along the specular cone as

āb(θd) =
1

π

∫
Ωb

∫ π
2

−π
2

fs ((θd, φ), ω) cos θd dφ dω, (12)

1All hair fibers of a disciplined hair cluster share the same tangent

where Ωb is all directions over the back hemisphere. In other words,
we consider all paths for which light forward scatters through i
fibers, then backward scatters once, then again forward scatters all
the way back through the same i fibers. Note that the special case
with no forward scattering (i = 0) is not included here, since it is
handled separately within the single scattering computation.

The average backscattering attenuation for light paths with three
backward scattering is approximated by the analytical solution of
the following triple sum:

Ā3(θ) = ā3
b

∞∑
i=1

i−1∑
j=0

∞∑
k=j+1

ā
2(i−j−1+k)
f =

ā3
b ā

2
f(

1− ā2
f

)3 . (13)

Here, we consider each possible case where light forward scat-
ters through i fibers, backscatters, forward scatters through j < i
fibers, backscatters, and forward scatters through k > j fibers be-
fore backscattering one last time and forward scattering all the way
back through the i− j−1+k fibers again. Since āb(θ) is small for
human hair fibers, we disregard the paths with more than 3 back-
ward scattering events, approximating the average backscattering
attenuation as the sum of equations 11 and 13

Āb(θ) = Ā1(θ) + Ā3(θ) . (14)

3.2.2 Average Backscattering Spread

Similar to the forward scattering spread function in Equation 7,
we represent backscattering spread as the product of a constant az-
imuthal term s̃b and a Gaussian function for the longitudinal spread
as

S̄b(ωi, ωo) =
s̃b(φi, φo)

cos θ
g
(
θo + θi − ∆̄b(θ) , σ̄

2
b (θ)

)
, (15)

where s̃b(φi, φo) is 1/π for backward scattering directions and
zero for forward scattering, ∆̄b(θ) is the average longitudinal shift
caused by the scattering events, and σ̄2

b (θ) is the average longitudi-
nal variance for backscattering.

As in the computation of average backscattering attenuation, we
consider all possible paths with one and three backward scattering
events, and we compute average longitudinal shift using a weighted
average of shifts due to all possible light paths

∆̄b =
āb

Āb

∞∑
i=1

ā2i
f (2iᾱf + ᾱb) +

ā3
b

Āb

∑
i,j,k

āmf (3ᾱb +mᾱf ) ,

where
∑

i,j,k
denotes

∑∞
i=1

∑i−1

j=0

∑∞
k=j+1

,m is 2(i−j−1+k),
and ᾱf (θ) and ᾱb(θ) are average forward and backward scattering
shifts, taken from the BCSDF of the hair fiber. Similarly, the aver-
age backscattering standard deviation is computed as

σ̄b =
āb

Āb

∞∑
i=1

ā2i
f

√
2 iβ̄2

f + β̄2
b +

ā3
b

Āb

∑
i,j,k

āmf

√
3 β̄2

b +mβ̄2
f ,

where β̄2
f (θ) and β̄2

b (θ) are average forward and backward scatter-
ing variances of the hair fiber BCSDF. In these formulations, we
approximate the sum of the Gaussian functions of the individual
scattering spreads by a single Gaussian function with a combined
mean (∆̄b) and standard deviation (σ̄b). This is a good approxi-
mation since for realistic hair BCSDF, longitudinal shifts are small
and individual scattering lobes have a comparable standard devia-
tion. In practice, we use the following analytical approximations2

2These analytical approximations are numerical fits based on a power
series expansion with respect to āb up to an order of three.
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to these sums given above:

∆̄b ≈ ᾱb

(
1− 2ā2

b

(1− ā2
f )2

)
+ ᾱf

(
2(1− ā2

f )2 + 4ā2
f ā

2
b

(1− ā2
f )3

)
(16)

σ̄b ≈
(
1 + 0.7ā2

f

) āb√2β̄2
f + β̄2

b + ā3
b

√
2β̄2

f + 3β̄2
b

āb + ā3
b

(
2β̄f + 3β̄b

) . (17)

3.3 General Rendering Equation

The equations we derived up to here assume that the hair model
is illuminated by a single directional light source such that ωd is
constant. However, our formulation can be extended to arbitrary
light sources as long as estimating all global scattering based on the
shadow path is still practicable. We can rewrite the general form of
the rendering equation incorporating the terms for global and local
multiple scattering as

Lo(x, ωo) =

∫
Ω

LG
i (x, ωi) f(ωi, ωo) cos θi dωi , (18)

where

LG
i (x, ωi) =

∫
Ω

Ld(x, ωd) ΨG(x, ωd, ωi) dωd (19)

is the globally multiple scattered light entering the hair volume from
all directions before scattering towards x in direction ωi, and

f(ωi, ωo) = fs(ωi, ωo) + dbfback(ωi, ωo) (20)

is the BCSDF including both single hair fiber scattering and
backscattering from a collection of fibers. Hence, this general ren-
dering equation can handle multiple light sources, general shaped
area lights, image based lighting from all directions, and full global
illumination solution including multiple scattering in hair.

4 Implementation

For an efficient implementation of the dual scattering approxima-
tion we rewrite the general rendering equation, changing the order
of the integrals in equations 18 and 19 as

Lo(x, ωo) =

∫
Ω

Ld(x, ωd)F (x, ωd, ωo) dωd , (21)

where

F (x, ωd, ωo) =

∫
Ω

ΨG(x, ωd, ωi) f(ωi, ωo) cos θi dωi . (22)

SinceLd(x, ωd) is known (incoming radiance), all we need to com-
pute is the function F (x, ωd, ωo) to find the outgoing radiance.
This computation has two main steps: the first step gathers the nec-
essary information to compute the global multiple scattering func-
tion ΨG(x, ωd, ωi) and the second one is the shading step that com-
putes the above integral.

4.1 Computing Global Multiple Scattering

The global multiple scattering function can be computed in many
different ways, with the choice of method determining the speed
and accuracy of the overall implementation. Since global multi-
ple scattering is estimated by analyzing a single prototype light

path (along the shadow path), all implementations of global mul-
tiple scattering are very similar to different semi-transparent hair
shadowing techniques. However, unlike these non-physical shad-
owing approaches that aim to compute a transmittance (or an opac-
ity) function along the shadow path, in our dual scattering method
we compute front scattering transmittance Tf (x, ωd) and front scat-
tering variance σ̄2

f (x, ωd), along with the fraction of direct illu-
mination that reaches the point of interest without being blocked
(shadowed) by other hair strands.

4.1.1 Ray Shooting

Ray shooting is the simplest implementation of the global multi-
ple scattering function. The procedure is very similar to ray traced
shadow computation. To find the forward scattering transmittance
and spread at point x due to illumination from direction ωd, we
shoot a ray from x in the direction ωd. If the ray does not inter-
sect with any hair strands, Tf is taken as 1, σ̄f is set to zero, and
the direct illumination fraction becomes 1. If there is an intersection
with a hair strand, the direct illumination fraction becomes zero and
we update the transmittance and variance values using equations 5
and 8. While computing the transmittance (Equation 5) we use a
one dimensional lookup table for āf (θd), which is precomputed by
numerical integration of Equation 6. The ray shooting method pro-
vides an accurate dual scattering approximation, however multiple
ray samples per pixel are needed to eliminate sampling noise.

4.1.2 Forward Scattering Maps

To accelerate the global multiple scattering computation we imple-
mented a two pass approach. We begin by generating a voxel grid
that encloses the hair geometry. Each voxel in this grid keeps Tf

and σ̄2
f values along with a direct illumination fraction. In the first

pass we trace rays from each light source towards the grid, comput-
ing Tf and σ̄2

f values along the ray. The values of each voxel are
determined by the average of the values along the rays that inter-
sect with the voxel. In the second pass we render the hair geometry
and find the global multiple scattering values using linear interpo-
lation from the voxel grid. In our implementation we also applied
multi-sampling to further smooth the results.

Using forward scattering maps significantly improves the render-
ing time as compared to the ray shooting method. Furthermore,
this voxel grid can keep global multiple scattering information of
multiple light sources within the same data structure; therefore, the
performance gain of forward scattering maps becomes more signif-
icant as the number of light sources increase. On the other hand,
the accuracy and performance of forward scattering maps depend
on the map resolution (i.e. the extent of a voxel). For all examples
presented in this paper the map resolution is 0.5 cm.

4.1.3 GPU Implementation

In our GPU implementation we used a similar approach to forward
scattering maps based on the deep opacity maps method [Yuksel
and Keyser 2008] developed for computing semi-transparent hair
shadows. We chose the deep opacity maps method over other pos-
sible alternatives, since it generates high quality results with mini-
mum computation and memory cost.

Similar to deep opacity maps, in the first pass we render a depth
map from the light’s point of view. This depth map is used in the
second pass to shape the map layers conforming to the shape of
the hair style. Therefore, the hair volume illuminated by the light
source can be accurately sampled using a very small number of
layers. In the third and final pass, we render the final hair image
using the map to find the global multiple scattering values.

6
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Instead of keeping a single opacity value for each map pixel as sug-
gested by the deep opacity maps method, we store 7 values: Tf and
σ̄f values for each RGB color channel and the direct illumination
fraction. Therefore, for every layer we need two textures to store all
7 values. Due to the efficiency of the deep opacity maps approach,
we can achieve high quality results with as few as 4 layers, which
are stored in 8 textures. The latest consumer graphics cards support
generation of all these 8 textures in a single pass using multiple
draw buffers. However, in our (earlier generation) GPU implemen-
tation we output 4 textures per pass and generate our maps using
two passes (one additional pass as compared to the original deep
opacity maps implementation).

4.2 Shading Computation

Once the global multiple scattering information is gathered, the
shading step computes the rest of the integral in Equation 22. This
step is the same for all implementations of dual scattering. We com-
pute Equation 22 differently depending on whether or not the point
x receives illumination directly without being blocked (shadowed)
by other hair strands, which is determined by the direct illumination
fraction value of the global multiple scattering information.

When point x receives illumination directly (i.e. no scattering
events occur along the shadow path) the integral in Equation 22
evaluates to f(ωd, ωo) cos θd. Here f(ωd, ωo) is the sum of the
single scattering component and the average backscattering com-
ponent fback as given in Equation 20. The computation of the sin-
gle scattering component is identical to [Marschner et al. 2003] and
[Zinke et al. 2004], such that the longitudinal scattering function
M , which is modeled as a Gaussian function, is multiplied by a
precomputed azimuthal scattering function N . The backscattering
component fback is computed from Equation 10 using precomputed
tables for Āb(θ), ∆̄b(θ), and σ̄2

b (θ).

When point x is blocked by other hair strands, it receives illumi-
nation via global multiple scattering. In this case the azimuthal
forward scattering spread on x becomes isotropic and the longitu-
dinal forward scattering spread is represented by a narrow Gaussian
function as given in Equation 7. For efficient computation of Equa-
tion 22, instead of using numerical integration techniques, we ap-
proximate the result by combining azimuthal and longitudinal com-
ponents of Sf and f . The combination of longitudinal components
can be easily approximated for narrow Gaussian functions by us-
ing combined variances β2

s and β2
back for fs and fback respectively,

such that

β2
s (x, ωd, ωi) = σ̄2

f (x, ωd) + β2(θ) , and (23)

β2
back(x, ωd, ωi) = σ̄2

f (x, ωd) + σ̄2
b (θ) , (24)

where β2(θ) is the variance of the scattering lobe of the BCSDF3.
In the azimuthal direction, fback is already isotropic; therefore,
isotropic forward scattering does not affect this component. How-
ever, the azimuthal component N of fs changes under isotropic az-
imuthal irradiance. We precompute this component NG and store
it in a 2D table similar to N using numerical integration of

NG(θ, φ) =

∫ π
2

−π
2

s̃f (φ)N(θ, φ′) dφ′ . (25)

Note that this formulation ignores the elipticity of hair fibers. How-
ever, this approximation is still accurate enough even for elliptic
hair fibers, since s̃f = 1/π is isotropic (constant) and NG is aver-
aging fs along the front half cone.

3The BCSDF has three lobes, one for each component: R, TT, and TRT

Table 1: Precomputed tables used for shading

Function Reference Use
Āb(θ) Equation 14 local multiple scattering
∆̄b(θ) Equation 16 local multiple scattering
σ̄2
b (θ) Equation 17 local multiple scattering
NG(θ, φ) Equation 25 BCSDF due to forward scattering

F(Tf , σ̄
2
f , directFraction)

// Compute local multiple scattering contribution

fback ← 2 Āb(θ) g(θd + θo − ∆̄b(θ), σ̄
2
b (θ) + σ̄2

f )/(π cos2 θ)

// Compute BCSDF of the fiber due to direct illumination

MR,TT,TRT ← g(θ − αR,TT,TRT, β
2
R,TT,TRT)

fdirect
s ←MRNR(θ, φ) +MTTNTT(θ, φ) +MTRTNTRT(θ, φ)

Fdirect ← directFraction
(
fdirect
s + db fback

)
// Compute BCSDF of the fiber due to forward scatterd illumination similarly

MG
R,TT,TRT ← g(θ − αR,TT,TRT, β

2
R,TT,TRT + σ̄2

f )

fscatter
s ←MG

RN
G
R (θ, φ) +MG

TTN
G
TT(θ, φ) +MG

TRTN
G
TRT(θ, φ)

F scatter ← (Tf − directFraction) df
(
fscatter
s + πdb fback

)
// Combine direct and forward scattered components

return ( Fdirect + F scatter ) cos θi

Figure 5: Pseudo code of our dual scattering shader. α and β
values are measured hair characteristics (part of the BCSDF) and
computation of M and N is discussed in Section 2.2. Other pre-
computed tables are given in Table 1.

To accelerate most computations we use small precomputed tables
that store complicated hair fiber properties. These tables are listed
in Table 1. The precomputations are simply numerical integrations
of the given equations. In addition to these tables, we use a precom-
puted table for the azimuthal part of single fiber scattering,N(θ, φ),
which can be computed using techniques described in [Marschner
et al. 2003] or [Zinke and Weber 2007].

Figure 5 shows the pseudo code for computing Equation 22 us-
ing this procedure. This pseudo code is a simple extension to the
BCSDF shading computation; therefore, our method can be easily
integrated into existing physically based hair rendering systems.

5 Results

To test the validity of our simplifications, we compared the results
of our dual scattering approximation directly to path tracing. Fig-
ure 6 shows such a comparison for a disciplined cluster of blond
hair, where the single scattering component is excluded to compare
the results of multiple scattering only. As can be seen from these
images, our approximation generates very similar results to path
tracing regardless of the incident light direction. Although there
are subtle differences compared to the results obtained with unbi-
ased path tracing, the general look is very similar and irregularities
that occur in real hairstyles tend to conceal such errors.

The graph in Figure 7 shows the comparison of radiance values in
the middle of the clusters in Figure 6. Here, the average BRDF
of multiple scattered light is shown for longitudinal and azimuthal
sweeps along the cluster for various absorption coefficients. As can
be seen from this graph, the azimuthal component of backward scat-
tering (white region of the left graph) is almost isotropic, while the
longitudinal component resembles a Gaussian distribution as mod-
eled in our formulation. Even though the approximation slightly
overshoots the accurate simulation for very low coefficients, the re-
sults indicate that our approach is a viable approximation for scat-
tering from a cluster.

We also tested the accuracy of our dual scattering method for differ-
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Figure 6: Comparison (multiple scattering only) of dual scattering
using ray shooting to path tracing for a cube shaped disciplined
hair cluster consisting of 64K hair fibers illuminated by a single
directional light source (light direction is shown on the left).

ent hair fiber scattering properties. Figure 8 and Figure 9 show that
dual scattering provides a good approximation for various hair col-
ors and longitudinal Gaussian widths (standard deviations). Slight
changes of the optical properties of a fiber (such as absorption) may
have a drastic impact on the overall hair color. As can been in these
figures, our approximation handles such variations correctly.

Despite the common intuition, it is more difficult to perceive er-
rors in complicated models (where detail can hide problems), while
even the slightest errors show up on simple models. We show a
complicated hair model example in Figure 10. Since dual scatter-
ing only exploits local symmetry in the hair model, most of our
assumptions still hold and we can produce a close approximation
to the path tracing reference with significantly improved rendering
times.

Figure 7: The average BRDF (multiple scattering only) at a blond
hair cluster computed for the red, green and blue components of
light blond hair (see Figure 6) using path tracing (solid lines) and
dual scattering approximation (dashed lines). The scene is illumi-
nated by a directional front light source which means that for φ ≈ 0
(white area) the results are dominated by purely local multiple scat-
tering (fback) since no visible fibers are shadowed.

path tracing reference

dual scattering (ray shooting)
Figure 8: Comparison for various hair colors with RGB absorp-
tion coefficients (from left to right) (0.03,0.07,0.15), (0.15,0.2,0.3),
(0.2,0.3,0.5), and (0.3,0.6,1.2).

path tracing reference

dual scattering (ray shooting)
Figure 9: Comparison for varying longitudinal widths βR, βTT ,
and βTRT of the BCSDF (from left to right) (4, 5, 7.5), (8, 10, 15),
(16, 20, 30)

Figure 11 compares the offline implementations of dual scattering
to path tracing and single scattering as well as to photon mapping
(using ray based global illumination [Zinke and Weber 2006]) tech-
niques. As can be seen from these images, while single scattering
produces a dark image that fails to reproduce the correct color of
hair, all other methods produce similar results to path tracing, while
offline implementations of dual scattering significantly improve the
rendering speed.

Figure 12 presents captured frames from our GPU based implemen-
tation of dual scattering, and comparisons to offline dual scattering
(ray shooting) and path tracing. The figure shows three scattering
components (single, global multiple, and local multiple) that pro-
duce the full dual scattering solution when combined. For this hair
style the performance of the GPU implementation of dual scattering
(12 fps) is comparable to the performance of a deep opacity maps
[Yuksel and Keyser 2008] implementation (18 fps). Using extended
multiple draw buffers, the additional pass we use for GPU-based
dual scattering can be eliminated, which would significantly reduce
the performance gap between our method and existing non-physical
real-time solutions.

6 Discussion and Conclusion

Dual scattering offers a physically based simplification to the com-
plicated phenomenon of multiple scattering in hair, exploiting scat-
tering properties of hair fibers (such as narrow scattering along lon-
gitudinal directions and wide scattering along azimuthal directions)
and general characteristics of human hair models (such as local sim-

8
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Single Scattering Only Path Tracing Reference Dual Scattering Dual Scattering Dual Scattering
(offline) (offline) (ray shooting) (forward scattering map) (GPU-based)

3 minutes 22 hours 9.6 minutes 4.6 minutes 5.8 fps
Figure 10: Comparison of our dual scattering approximation method to path tracing (“ground truth”) for a complicated hair style with 50K
strands and 3.4M segments. The hair model is illuminated by two light sources, one of which act as a back light.

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
Figure 13: The effect of forward and backward scattering density factors df (x, ωd) and db(x, ωd). Values of 0.0 are equivalent to single
scattering only. For most human hair styles values between 0.6 and 0.8 generate close approximations to path tracing.

ilarity of fiber directions). By splitting multiple scattering into a
local and a global part and using different approximations regard-
ing the directionality of scattering from hair fibers, our dual scat-
tering approach is orders of magnitude faster than other accurate
techniques. We justify our simplifications by not only the theory
but also several comparisons to ground truth (path tracing) in both
experimental setups and realistic cases.

It is important to note that all of the computations described rely on
physically-based values. All parameters are either fundamental to
the virtual scene (e.g. directions such as ωi), or are characteristics
of real hair that can be accurately measured and described (e.g. the
α and β values, and the BCSDF description). The only “user ad-
justable” term is the density factor (df and db), but even this has a
physical meaning that limits the range of choices and, in theory, it
could be computed precisely. Figure 13 shows the effect of chang-
ing density parameters.

The multiple scattering computation simplifications introduced in
this paper are based on theoretical approximations rather than ad-
hoc appearance-based formulations. As a result, despite the aggres-
sive simplifications we have made, we obtain close approximations
with no parameter adjustment and much faster computations.

On the other hand, one can come up with special hair models that
would break some of our assumptions. For instance, if the mean
path length is large (as in sparse hairstyles) or if attenuation coef-
ficients are very small, the global structure of a hairstyle tends to
play an important role that biases the results. Furthermore, the as-
sumption that neighboring hair strands exhibit a similar structure
can be violated in chaotic hair models. However, even for compli-
cated cases our results look plausible and close to reference images
with significantly improved computation times.

One limitation of our formulation arises from the fact that we use
the shadow path as a prototype for all significant multiple scattered
paths. Therefore, when there is a strong spatial variation in illumi-
nation, this prototype path assumption may be violated. For exam-

ple, a hard shadow edge falling across the hair creates a sharp il-
lumination change, hence our prototype path approximation would
be less accurate along the shadow boundary.

We believe that separating local and global multiple scattering is a
very general principle that is applicable not only in the realm of hair
rendering, but also for other highly scattering quasi-homogeneous
structures such as snow, clouds or woven textiles.

Acknowledgements

We would like to thank Murat Afsar for the head model, and Anton
Andriyenko for the hair model in Figures 8, 9 and 11. We would
also like to thank the anonymous reviewers for their helpful com-
ments. This work is supported in part by NSF grant CCR-0220047
and Deutsche Forschungsgemeinschaft under grant We1945/3-2.

References
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