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Figure 1: A scene with 100 characters, each with a unique hair model comprising of 100 thousand strands, rasterized in only 2 ms on an NVIDIA
GTX 4090 GPU (with 8x MSAA) using our real-time hair rendering method with hair meshes and our level-of-detail techniques. All 100 hair
mesh models in this scene fit in 1.7 MB (between 13 KB and 21 KB per model).

ABSTRACT

Hair meshes are known to be effective for modeling and animating
hair in computer graphics. We present how the hair mesh structure
can be used for efficiently rendering strand-based hair models on
the GPU with on-the-fly geometry generation that provides orders
of magnitude reduction in storage and memory bandwidth. We use
mesh shaders to carefully distribute the computation and a cus-
tom texture layout for offloading a part of the computation to the
hardware texture units. We also present a set of procedural styling
operations to achieve hair strand variations for a wide range of
hairstyles and a consistent coordinate-frame generation approach
to attach these variations to an animating/deforming hair mesh.
Finally, we describe level-of-detail techniques for improving the
performance of rendering distant hair models. Our results show an
unprecedented level of performance with strand-based hair render-
ing, achieving hundreds of full hair models animated and rendered
at real-time frame rates on a consumer GPU.
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1 INTRODUCTION

Hair is a crucial visual component of virtual characters. That is why
it has received a substantial amount of attention in graphics in the
context of modeling [Chai et al. 2016; Daldegan et al. 1993; Wang
et al. 2009; Yuksel et al. 2009a], animation [Chai et al. 2014; Hsu
et al. 2022, 2023; Wu and Yuksel 2016], and rendering [Marschner
et al. 2003; Yan et al. 2015; Yuksel and Tariq 2010]. In all of these, the
geometric complexity of hair is one of the leading challenges. This
is because most humans have on the order of 100 thousand hair
strands and, depending on the length and style, each may require
a curve with many control points. Therefore, a typical full hair
model can easily exceed a million vertices, making it particularly
expensive for real-time rendering.
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In this paper, we present how the hair mesh structure [Yuksel
et al. 2009a] can be used for accelerating real-time strand-based
hair rendering on the GPU and managing its geometric complexity
(Figure 1). Hair meshes were initially introduced as a method for
modeling hair. A hair mesh is a volumetric structure formed by
extruding polygonal faces of a scalp model. The individual hair
strands are generated within these extrusions, which are then mod-
ified using a variety of styling operations that define the geometric
variations of hair strands. This allows the user to precisely specify
the overall shape of a hair model, circumventing the geometric
complexity of individual strands. In addition, hair meshes allow
automatically placing the internal vertices of the volumetric struc-
ture, allowing the user to concentrate on the external surface of
a hair model, thereby bringing hair modeling close to polygonal
modeling of typical surfaces, commonplace in computer graphics.

Later on, hair meshes were shown to be effective for fast and
stable hair simulation [Wu and Yuksel 2016], though we concentrate
on the real-time rendering problem in this paper.

We generate hair strands during rendering within GPU shaders
using a given hair mesh and a set of styling parameters that control
the procedural functions specifying strand variations. This avoids
the need for storing strand-based hair data, which can easily take
hundreds of megabytes, and updating it as the hair moves/deforms.
Instead, hair motion is captured by simulating the hair mesh and
animating the styling parameters, reducing the amount of data to
be stored and managed by several orders of magnitude.

Our hair geometry generation process follows the steps of the
original hair mesh modeling framework [Yuksel et al. 2009a] with
some key differences for facilitating real-time rendering:

o We carefully organize the computation workload to match
the SIMD parallelization of mesh/compute shaders.

e We introduce a novel texture-space layout of the hair mesh
data for utilizing the hardware texture units to efficiently
perform the interpolation operations and spline generation
within the volumetric embedding of the hair mesh.

e We propose a consistent method for local coordinate-frame
generation needed for applying styling variations that adapt
to arbitrary deformations of the hair mesh.

o We describe procedural styling operations that can generate
a wide variety of hairstyles from a small set of parameters
(the details are included in the supplemental document).

e We present level-of-detail techniques that can automatically
reduce the geometry to be generated, allowing a large col-
lection of hair models to be efficiently rendered.

Our results show that our framework can render hundreds of
unique strand-based hair models (without instancing) at real-time
frame rates on current GPUs, offering an unprecedented geometric
complexity for real-time hair rendering on high-end GPUs of today
and making strand-based hair rendering a more affordable option
for lower-end devices. An example from our tests is presented in
Figure 1, showing a scene with 100 characters with full-resolution
strand-based unique hair models with individual animations, (sim-
ulated and) rendered at real-time frame rates.
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2 BACKGROUND

Before we describe the details of our method, in this section, we
present the related prior work on real-time hair rendering (Sec-
tion 2.1) and the details of the hair mesh structure (Section 2.2).

2.1 Related Work

The immense geometric complexity of hair has always been a chal-
lenge for real-time rendering. Earlier methods avoided this complex-
ity by representing hair as a surface with a texture [Scheuermann
2004], severely limiting the quality and the realism of the rendered
models. As GPUs became more powerful, strand-based hair render-
ing emerged as an attractive, though expensive, alternative [Chai
et al. 2014; Ren et al. 2010; Tariq and Bavoil 2008; Xu et al. 2011; Yu
et al. 2012; Yuksel and Keyser 2008; Zinke et al. 2008].

The geometric complexity of strand-based hair rendering not
only requires a substantial amount of computation but also incurs
the cost of data movement when each strand is explicitly stored.
Besides the additional storage cost, this data movement can easily
become the bottleneck of GPU rendering performance.

One solution for significantly reducing the cost of data movement
is generating hair strands on-the-fly during rendering [Yuksel and
Tariq 2010]. Obviously, this approach also dictates how the full hair
model and its animation are defined.

A common approach is using a small number of guide hairs that
are used for determining the shapes of other hair strands. However,
without any additional information, this can only generate hairs
that simply interpolate the guides [Yuksel and Tariq 2010]. There-
fore, the state-of-the-art methods first generate all hair strands,
then for each hair vertex compute interpolation weights of neigh-
boring guide hairs, and finally use these weights for linear hair
skinning (LHS) [Games 2021; Somasundaram 2015] during render-
ing to generate the full-resolution hair model by interpolating these
guide hairs. This approach is very effective for efficiently animating
strand-based hairstyles by only computing the deformations of the
guide hairs. However, it must still store the interpolation weights,
which can easily take as much space as storing the individual hair
vertex positions. That is why rendering full-resolution hair models
remains expensive in practice for real-time graphics applications.

Our solution utilizes on-the-fly hair generation using hair meshes
[Yuksel et al. 2009a] that avoids the cost of storing the full-resolution
hair model. A similar approach is also used for fiber-level rendering
of yarn-based cloth models on the GPU [Wu and Yuksel 2017a,b].

Level-of-detail methods are ubiquitous in real-time rendering
[Liu et al. 2017; Mercier et al. 2022; Zhu et al. 2022]. They have
also been used for real-time hair rendering [Yuksel and Tariq 2010]
and they are easy to incorporate with on-the-fly hair generation.
Our approach for level-of-detail is similar to existing methods, but
includes some critical details to avoid artifacts when transitioning
between detail levels and properly utilizing GPU parallelism.

Some recent work presents hair rendering methods using neural
networks as a promising new direction [Chai et al. 2020; Rosu et al.
2022; Wei et al. 2018]. While these methods are slower than LHS
for rasterizing 3D hair models and consume even more memory,
they offer advantages in generating realistic hair appearance. Our
method can be utilized in future neural hair rendering pipelines
that rely on strand-based hair rasterization.
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(a) Hair mesh
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Figure 2: A 2D representation of (a) a hair mesh with 4 bundles
extruded from a scalp mesh at the root level, (b) the hair strands
generated from the hair mesh, and (c) the strands after applying
procedural styling operations (source: [Yuksel et al. 2009a]).

2.2 The Hair Mesh Structure

The hair mesh structure [Yuksel et al. 2009a] can be considered
as layers of extrusions on a polygonal scalp model, as shown in
Figure 2. The scalp mesh is called the root layer. Multiple layers of
extrusions starting from one scalp face form a bundle. Thus, each
root-layer face corresponds to a different bundle.

The individual hair strand curves are generated within these
extruded volumes. The root position of each hair strand corresponds
to a barycentric coordinate on a face of the scalp model. This forms
the first control point of the strand curve. The other control points
are formed using the same barycentric coordinate on successive
extrusion layers from the same scalp face. Yuksel et al. [2009a] uses
cubic Catmull-Rom splines [Catmull and Rom 1974] with centripetal
parameterization [Yuksel et al. 2009b] to form an interpolating
curve from these control points, though other curve formulations
can be used as well. The vertices of the hair mesh on successive
extrusions over the same root vertex are connected using the same
curve formulation, forming curved edges along the hair growth
direction and corresponding curved external surfaces.

Since hair meshes form volumetric structures, many of their
vertices are hidden behind their external surfaces. For simplifying
the volumetric modeling process, these internal vertices are placed
automatically, based on the user-specified positions of the external
hair mesh vertices that appear on their external surfaces.

The individual hair strands generated from a hair mesh, as de-
scribed above, form a uniform hair flow within the hair mesh vol-
ume, lacking any variation between neighboring strands. Such
variations are introduced via a set of styling operations. These are
typically random perturbations or procedural functions applied to
the vertices of a hair strand, which are initially placed along the
strand curve generated from the hair mesh. Yuksel et al. [2009a]
uses the barycentric embedding of a hair strand within the hair
mesh for defining the coordinate frame in which these styling oper-
ations are applied, so that these variations follow the deformations
of an animating hair mesh.

The on-the-fly hair generation method we describe in this paper
follows the same high-level process, but differs in details, as it is
customized for the computation process of the GPU cores and for
utilizing texture filtering units to offload some computations.
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3 RENDERING WITH HAIR MESHES

Our strand-based hair rendering approach converts the hair mesh
into a special texture that allows using the texture filtering hardware
for accelerating the generation of a hair strand curve from a hair
mesh (Section 3.1). We use mesh/compute shaders to generate hair
strands from the given hair mesh during rendering (Section 3.2).
This involves placing the hair strand roots (Section 3.3), perturbing
their vertices via a series of styling operations (Section 3.4), and
computing their tangent directions (Section 3.5), which is needed
for shading. For further acceleration, we apply level-of-detail by
dynamically reducing the number of hair strands we generate and
the vertex count per hair based on the camera distance (Section 3.6).

3.1 The Hair Mesh Texture

We use a hair mesh texture for storing the vertex positions of the
given hair mesh (Figure 3). It is common to send various types of
custom data to the GPU shaders using textures. Our hair mesh
texture, however, is structured to take advantage of the texture
filtering hardware available on the GPU to perform some of the
interpolation computations we need during hair strand generation.

Without loss of generality, we design our approach for quad-
dominant hair meshes that are formed by extruding a scalp mesh of
quads and triangles. Note that any scalp face (and its bundle) that is
a higher-degree polygon can be trivially split into quads/triangles.

The hair mesh texture is stored as a standard 3D texture on the
GPU, with each texel storing a 3D position in object space. We use
three vectors s*, t*, and r* to denote the orthogonal coordinate
frame of this texture (Figure 3b). The texels on its first 2D slice
perpendicular to the r* direction correspond to the root layer of
the hair mesh and we call it the root slice (Figure 3c). The texels
of the root slice store the root-layer vertex positions (i.e. vertex
positions of the scalp mesh). For each quad face of the root layer,
the vertex positions are copied to the texels of a 2X2 block on the
root slice. Triangle faces are handled by duplicating one of their
vertices and similarly copying onto 2x2 blocks.

This allows using the texture filtering hardware to compute a
bilinear interpolation of the four vertices of a quad face during
hair generation. Given a point p* on the root slice of the hair
mesh texture between the centers of a 2x2 block of texels (the
highlighted green area in Figure 3c), sampling this texture at p*
returns the corresponding object-space coordinate p by bilinearly
interpolating these four root-layer vertex positions.

This process also works for triangle faces of the scalp by adjusting
the sampling position, as we explain in Section 3.3.

The vertex positions of the hair mesh on successive layers are
copied onto other 2D slices of the hair mesh texture, which we
call layer slices, with each layer corresponding to a specific slice
perpendicular to the r* direction of the 3D texture (e.g. ps and p1o
positions in Figure 3 are copied to texels on slices marked as layer
1 and layer 2, respectively). This allows using hardware trilinear
interpolation to compute the 3D position within the hair mesh
volume.

Yet, hair strands are cubic Catmull-Rom splines, so we cannot
rely on a single trilinear interpolation between layers of a hair
mesh to compute a position along the curve. For supporting cubic
spline interpolation, we convert each segment of the Catmull-Rom
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(a) Hair mesh

(b) Hair mesh texture

(c) Root slice

(d) Cubic Bézier (e) Quadratic Bézier

Figure 3: An example hair mesh model and its hair mesh texture: (a) the hair mesh, (b) its 3D hair mesh texture, (c) the 2D root slice of this hair
mesh texture, (d) the first 2D slice along the t* direction with cubic Bézier control points, and (e) the same slice with quadratic Bézier control points
that are generated by splitting each cubic Bézier segment into two quadratic Bézier curves. In this example, the cubic Bézier curve with control
points po, by, bz, and ps is converted two quadratic Bézier curves using po, qg, and qos for the first one and qo 5, q5 , and ps for the second.

spline into a cubic Bézier curve with 4 control points (Figure 3a).
Then, control points can be placed on four successive intermediate
slices of the 3D texture, placed between layer slices (the gray layers
shown in Figure 3d). Then, any point along the curves within a
bundle of the hair mesh can be computed by three trilinear inter-
polations (between three successive slices) followed by three linear
interpolations, using de Casteljau’s algorithm. This way, the texture
filtering unit performs most of the computation needed for both
bilinear interpolations within the bundle and the evaluation of the
interpolated hair spline at any point along the hair.

For further optimization, we approximate each cubic Bézier seg-
ment as two quadratic Bézier segments using the method of Truong
et al. [2020]. For each quadratic segment, it is sufficient to perform
two trilinear interpolations using the texture-filtering hardware
followed by a single linear interpolation in software. Thus, our 3D
hair mesh texture is formed as shown in Figure 3e with three
intermediate slices between each pair of root/layer slices.

In general, the topology of an arbitrary scalp mesh may not be
suitable for simply copying all its vertex positions on the 2D lattice
of the root slice. Such cases can be easily handled by splitting the
scalp mesh into multiple pieces to be copied onto the hair mesh
texture separately.

We assume that the mapping of the hair mesh root layer onto
the root slice of the hair mesh texture is prepared manually (anal-
ogous to texture mapping of common surfaces), though it can be
automated, while the successive layers along the r* direction are
handled automatically based on the given 2D mapping.

3.2 Hair Generation on the GPU

We generate hair strands on the GPU during rendering. These
strands are re-generated for each render pass and never stored. This
means repeating some computations that could otherwise be shared
between passes and even frames. On the other hand, eliminating
the storage of hair strands, which can easily take hundreds of

megabytes for a single hair model, is a substantial saving that more
than justifies repeated computation during rendering. Nonetheless,
to achieve the best trade-off, we must carefully organize the hair
generation workload in a way that matches the computation flow
of the GPU hardware. Below we describe our solution for parallel
hair generation process using GPU mesh/compute shaders.
Standard methods for on-the-fly hair generation on the GPU
use tessellation shaders. We can use tessellation shaders with our
method as well, though this approach has strict limits on the number
of hair vertices and the number of hair strands that can be generated
per patch. Therefore, we favor mesh/compute shaders instead.
Compute shaders are preferred if hair generation will be followed
by software rasterization. This might be favorable, since hair strands
often turn into many small triangles that can be rendered more
efficiently in software than hardware rasterizers on current GPUs.
Our implementation, however, relies on the hardware rasterizer, so
we describe our hair generation method using mesh shaders.
Nonetheless, the process we describe below can be applied to
compute shaders as well, as we explain at the end.
We utilize 3 levels of parallelism offered by hair meshes:

(1) Bundle-level: A hair mesh contains multiple bundles.
(2) Strand-level: Each bundle contains multiple hair strands.
(3) Vertex-level: Each hair strand contains multiple vertices.

Our mesh shaders execute at the strand-level parallelism. We
match the computation load to the operation of GPU cores that
work in SIMD blocks (i.e. wavefronts in AMD and warps in NVIDIA
hardware) of S threads, where S varies by hardware (typically 32
or 64). To maximize occupancy we split our mesh shader workload
into groups of s threads, where S is a multiple of s.

Each mesh shader thread in a SIMD block computes n vertices,
where a hair strand is formed by ns+1 vertices. Computing a vertex
involves evaluating its initial curve position within the hair mesh
by sampling the hair mesh texture multiple times followed by
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linear interpolation (as explained above in Section 3.1) and then
applying procedural styling operations. One exception is the root
vertex of the strand, which only requires a single lookup of the
hair mesh texture on the root slice without applying any other
interpolation or styling perturbation, since styling is not applied
to the root vertices. The resulting hair strand curves are rendered
as camera-facing triangle strips each with 2ns + 2 vertices and 2ns
triangles.

We spawn a task shader for each hair mesh bundle. Our task
shader determines the number of hair strands to be generated
within its bundle, which may involve culling and level of detail, as
explain in Section 3.6. Then, it spawns as many mesh shaders as
the number of hair strands to be rendered for that bundle. Thus,
task shaders work with bundle-level parallelization, strand-level
parallelization is exploited with different mesh shader instances,
and the SIMD cores running a mesh shader utilize the vertex-level
parallelization.

The main challenge with a compute shader implementation is
handling our task shader operations that determine the number of
hair strands per bundle and the total number of compute shader
executions. This can be performed on the CPU prior to dispatching
the compute shaders or it can be handled as an initial pass with
compute shaders on the GPU.

Then, compute shaders can operate similarly to our mesh shaders,
followed by software rasterization. An alternative implementation
of compute shaders can switch between our task shader and mesh
shader computations, which would require implementing a soft-
ware schedular. We have not explored these compute shader al-
ternatives in our tests. Future work can determine which option
would be preferable for a given workload and GPU hardware.

3.3 Hair Root Placement

A hair strand is uniquely defined by its root position within the
hair mesh. Therefore, for placing a hair strand within a bundle, we
simply need to pick a random root location for it. We do so using a
precomputed set of 2D sample locations & = [& &]7 within [0, 1]%.
A sample is chosen using the local index of a hair strand and mapped
onto the root slice of the hair bundle.

To achieve a natural placement of hair roots, we use a blue noise
distribution for precomputing the 2D sample locations, generated
by sample elimination [Yuksel 2015]. This method allows us to gen-
erate a progressive sample set, such that any number of samples
taken from the beginning of the set forms blue noise. In our imple-
mentation, we use the same set of random samples for all bundles.
To achieve more variety multiple sets of random samples can be
precomputed, each bundle using a different set. For picking root
positions on triangle scalp faces, we use a different set of precom-
puted 2D sample locations. This is because using the sample set
generated for a quad face on a triangle would bias the hair root
locations towards the duplicated vertex in the hair mesh texture
layout. Instead, we generate the sample set for triangles using sam-
ple elimination within £ € [0,1]? but by first selecting samples
within a triangular half, such that & + & < 1. Then, we map them
onto £4 = [£2 £2]T € [0,1]? within the full quad space, such that
&8 = &(1—- &) and &} = &;. Using bilinear interpolation with £
corresponds to barycentric interpolation with coordinates &, &,
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and 1 — & — &, where the barycentric coordinate &; corresponds to
the duplicated vertex on the hair mesh texture layout.

Since our precomputed sample sets are generated for a square
shape, the blue noise characteristics of the distribution weaken
when mapped onto a skewed or non-uniformly-scaled quad/triangle
of the scalp surface. Nonetheless, this approach still produces a
more natural hair root distribution with close-by hair roots mostly
avoided, as compared to simply using random numbers with a
uniform distribution (i.e. white noise)

3.4 Styling Coordinates

Hair styling is a crucial process, altering the shapes of individual
hair strands and specifying the geometric variations between them.
It is typically applied as a set of procedural functions or random
offsets altering hair vertex positions. We include the details of the
styling operations we use in our implementation in our supplemen-
tal document. Other styling operations can be used as well.

The most important component of the styling process is defining
the local styling coordinates that would remain consistent as the
hair mesh deforms. The styling perturbations of hair vertices are
defined within these local styling coordinates. The amplitudes of
the styling perturbations, however, are defined in the object space,
so that they are not scaled by expansions/contractions of the hair
mesh bundles, which can happen when the hair mesh is animated.

We achieve this by defining a texture-space embedding of the
hair mesh. Similar to standard texture mapping, hair mesh vertices
at the root layer are placed on a 2D texture space by specifying their
uv coordinates. Just like texture mapping, seams may be introduced
and some root layer vertices along seams can be placed at multiple
locations within this 2D texture space. This process is handled
manually or simply copied from the uv layout of the scalp mesh.

For handling the extruded layers of the hair mesh, we extend this
texture space to 3D with uow coordinates. Extrusions of the hair
mesh bundles take their uv coordinates from their corresponding
root layers, but are assigned a different w coordinate, such that
w = 0 at the root layer with increasing w towards the tip layers.
We assume that these w coordinates are provided as a part of the
hair mesh, but they can also be automatically generated based on
the length of the path from each vertex to its root.

We record the texture-space coordinates of a hair mesh in two
textures. The first one is our uv-texture, a 2D version of the hair
mesh texture, storing only the uv coordinates. The layout of this
2D uv-texture matches the root slice layout of the hair mesh tex-
ture (Figure 3c), but it only records the uo values of the hair mesh.
The second one is our w-texture, which is a 3D texture similar to
our hair mesh texture but only stores the scalar w values. Unlike
the hair mesh texture, however, w-texture needs no intermediate
slices. For a given position p* in the hair mesh texture, we can
easily sample these two textures to find the corresponding uow
coordinate.

Most styling operations can be computed based on this uow
coordinate. However, the resulting styling perturbation directions
d? are defined in this 3D texture space. Therefore, we must

transform them to the corresponding object-space directions
d = Mp~d" using a transformation matrix

Mps=[0 ¥ W]
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(a) Finite differences

(b) Ours

Figure 4: Computing styling coordinates (a) using finite differences
can lead to styling discontinuities, visible as a vertical seam down the
middle in this example, (b) our solution avoids such seams.

where 1, ¥, and W are the object-space vectors that correspond to
the texture-space 0%, ¥7, and W? directions at position p* of the
hair mesh texture.

For computing these object-space vectors 4, ¥, and W, a simple
solution would be using finite difference by sampling the hair
mesh texture around p*. Yet, besides the numerical issues of
finite difference, this approach would not produce desirable results,
because it would not form a continuously rotating coordinate frame
within the hair mesh. This is because the uow coordinates vary
linearly within a bundle and object-space 1, ¥, and W directions
computed for a bundle can be arbitrarily different from the ones
within a neighboring bundle. Therefore, using finite differences
would lead to styling perturbations that change discontinuously,
forming visible seams between hair mesh bundles, as shown in
Figure 4.

To ensure a continuous transformation of styling perturbations,
we define consistent object-space 1, V, and w directions for each
vertex of the hair mesh, which are shared by all neighboring bun-
dles using the same vertex. The 1 direction of a hair mesh vertex
is defined as the weighted average of all linearly-transformed di-
rections 4; determined by each triangle i that surrounds the vertex
(i.e. triangles containing the vertex and its two edges) at the same
layer of the hair mesh, as shown in Figure 5. Thus,

4 with u= —Z' i ,
[lull ZiAi

where A; is the texture-space area of the triangle i.
This linear transformation for a triangle i can be represented by
a 2X2 matrix Tj, such that

T; = [ul —Up u2-— uO] (2)
01 — 09 V2 — 0

1

ﬁ:

where uj and v; with j € {0, 1, 2} are the uv coordinates of the three
vertices of the triangle. Let p; be their object-space positions. We
transform the texture-space 4’ and v* for this triangle using

[wi vi]=[pi—-po pP2—po]T;". (3

Note that this process does not guarantee that G and ¥ directions
at a hair mesh vertex are perpendicular, thus the transformation of
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\

Figure 5: Four triangles surrounding a vertex (highlighted in red)
at the same hair mesh layer. Notice that each triangle contains the
vertex and two edges coming out of the vertex, highlighted in blue.

the resulting coordinate frame may include skew. We define W as
the orthogonal direction to both G and ¥, such that
W= @
fla ¥l

We precompute the @ and v directions for the hair mesh ver-
tices and store them in two separate 3D textures, u-texture and
v-texture, which are stored similarly to the hair mesh texture by
recording the computed i and ¥ vectors instead of positions. Just
like our w-texture, we do not need intermediate slides for these
two textures either. Thus, u and v are obtained by single lookups.

Table 1 lists all 5 textures used in our system. As the hair mesh
deforms, we must update the textures that contain object-space
positions and directions:

hair mesh texture, u-texture, and v-texture. The other tex-
tures (uv-texture and w-texture), do not need any dynamic up-
dates.

Table 1: All 5 textures we use for representing hair meshes.

Texture ‘ Dim. ‘ Texel Data

hair mesh texture | 3D | Object-space vertex position

uv-texture 2D | Root vertex uv styling coordinate
w-texture 3D | Vertex w styling coordinate
u-texture 3D | Object-space styling direction u
v-texture 3D | Object-space styling direction v

3.5 Hair Tangents

We need the hair tangent directions for shading. It may be pos-
sible to compute them using finite differences or the analytical
derivatives of the procedural styling operations to determine the
infinitesimal tangent direction at each hair vertex we compute.
However, in addition to the extra computation cost of evaluating
such a tangent direction, it may not be representative of the final
hair strand shape we generate. This is because the styling functions
we use can have a higher frequency than what we can reliably
represent using the number of vertices we compute. Therefore, we
favor using a cheaper and simpler scheme that we describe below.

Letk € {0,1,- - -, ns} represent the index of a vertex along a hair
strand, where k = 0 corresponds to the root vertex.

We assign the tangent direction t. as the vector from the previous
vertex to the next vertex, such that t; = pg,q — pr_1, except for the
first and the last vertices. The tangent of the last vertex is set such
that its angular separation with the last hair segment p,s_1pns
matches the angle of the previous tangent t,s—1, using

ins = 2flns (fns—l . flns) - f7ns—1 (5)
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where qr = (pr — Pr—1)/lIPx — Pr—1ll is the last segment direction
and f = t/||t;||. Similarly, the tangent of the first vertex is set as

io = 2(11 (El . ql) — il . (6)
This particular way of defining the tangents of the endpoints is im-

portant to achieve consistent shading when we change the number
of hair vertices with level-of-detail, as we describe below.

3.6 Level-of-Detail

On-the-fly hair generation allows two level-of-detail (LOD) types by
dynamically reducing the number of hair strands and the number
of vertices per hair strand.

We use a simple scheme for determining the detail level L for
either of the LOD types. It is based on the minimum distance d
to the camera, the vertical image resolution R, and a user-defined
scaling parameter « that controls the performance/quality trade-off,

such that
hR
L dtanf a) ’ @)

where 0 is the camera’s field of view and h is the world-space
hair model size that can be interpreted differently for the two LOD
types. When using an orthographic camera, such as when rendering
shadows for a directional light, the d tan 6 term can be replaced by
the view height in world space.

The number of hair strands in each bundle and the number of
vertices per hair strand are scaled by L, subject to some restrictions
described below. The main challenge with level-of-detail is ensuring
seamless transitions between detail levels.

The a value that would provide a good trade-off between quality
and performance can be different for different hairstyles. Also, it
would be favorable to use two different a parameters for the two
LOD types, so that they can be tuned independently.

L:min(

3.6.1 Strand Level-of-Detail. When reducing the number of hair
strands with LOD, we would like to avoid suddenly removing a
large number of hair strands at once with a slight change in L, since
that would make the detail transitions more noticeable.

Consider a hair mesh with F bundles, each with exactly N hair
strands. If we simply calculate the number of hair strands to be
generated using [LNT, all F bundles would reduce their hair strand
count simultaneously, so the effective detail levels would differ by
exactly F hair strands.

We reduce the likelihood of such abrupt transitions by adding a
random increment ; € [0, 1) to the number of hair strands N; we
compute for each bundle i. The resulting number of hair strands
for bundle i is calculated as

N =TL(N; +6;)] . ®)

Though this simple solution does not guarantee that all detail
levels for a hair model would differ by exactly one hair strand, it
greatly reduces the likelihood of detail levels that differ by a large
number of hair strands. Equation 8 also ensures that each bundle is
assigned at least one hair strand for L > 0.

When reducing hair strands with LOD, we must also compensate
for the reduction in hair material. We accomplish this by increasing
the thickness of hair strands by a factor of min(1/L, Nj). Notice
that this increase in hair thickness is not synchronized with dis-
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Figure 6: Strands with different numbers of vertices generated from
the same styling function. Notice that the difference between 9 and 8
vertices can be significant, even more so than 5 vertices.

crete reductions in hair count to minimize the amount of geometry
difference between detail levels.

For computing L, it would be reasonable to use a measure of the
hair bundle’s thickness as h, such as the bundle’s scalp face size
(i.e. the radius of its bounding sphere or length of its longest edge)
at rest shape, since bundles that appear thinner on screen can be
approximated by rendering fewer hair strands.

3.6.2  Vertex Level-of-Detail. Though it is possible to reduce the
hair vertex count by increments of 1, that would lead to two impor-
tant problems. First, it becomes a challenge to maintain full SIMD
occupancy with an arbitrary number of hair vertices. Second, levels
may have distinctly different geometry, as illustrated in Figure 6,
making it difficult to seamlessly transition between levels. This
is because the styling functions can have strong high-frequency
components along a hair strand, beyond what can be represented
with the given number of hair vertices.

Our solution to avoid these issues ensures that the number of
strand vertices is always a power of 2 plus 1. We begin with picking
powers of 2 values for both the number of threads s and the number
of vertices computed per thread n for the highest-resolution LOD.
A lower-resolution level is formed by replacing either n or s with
a smaller power of 2, n*°° = 26n and s'°° = 2% respectively. The
desired level is formulated using

e=ep+es = maX(O’ |710g2 (Lns)]) ©)

that results in 2¢ + 1 hair vertices. Any combination of e,, > 0 and
es > 0 that satisfies e = e, + e5 can be used.

In practice, replacing n with n'°® can be implemented easily.
Replacing s with s"°°, however, is not as trivial, since s is a compile-
time constant, determining the number of threads to be used by the
mesh shader. Therefore, it is advisable to use s = s*°°, keeping e
constant and only modifying ej. If e; must be modified, the mesh
shader can be configured to generate multiple hair strands, instead
of a single hair strand per execution, or different pre-compiled
shader programs can be used for different values of e;.

In addition, we must ensure that the LOD transition would be
seamless when reducing the number of vertices. We achieve this
by geometrically transitioning between detail levels.

Let A € [0, 1] be a user-defined parameter defining the transition
window between two detail levels. We define the next detail level
using

€= max(O, |-log2 (Lns) — /1-|) . (10)

When e > €, we transition between levels by morphing the higher-
resolution strand shape towards the lower-resolution one. This is
accomplished by moving each computed higher-resolution vertex
position pg with an odd index k toward the centers of its neighbors,
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such that the updated vertex position p} is

Pk-1* Pk+1 (11)
s

where y is the transition factor, calculated using

P =(0-y)pc+y

yo1- log,(Lns) —é . (12)
A

This successfully morphs the strand shape between two levels,
but we must also adjust the tangent directions to ensure that the
change in the appearance of the shaded strand is also continu-
ous. We achieve this by computing two sets of tangents: t; using
the original positions p (as in Section 3.5) and 1ty that only uses
the vertex positions with even k (the vertices that will remain in
the lower-resolution level), such that t; with even k is computed

similarly and t; with odd k is set as the average (t,_; + t1)/2.
Then, we simply morph the tangents for all hair vertices to
calculate the updated vertex tangents t;{ using t;{ ==y tp+yty.

4 RESULTS

We tested our method on an NVIDIA GTX 4090 GPU. Figure 1
shows the performance of our approach with a scene containing
100 characters, each with unique hairstyles of 100 thousand strands.
The hair meshes are simulated with extended position-based dy-
namics [Macklin et al. 2016], using the force models of Wu and
Yuksel [2016] and sag-free initialization [Hsu et al. 2022]. The hair
strands are generated and rasterized in only 2 ms with 8x MSAA
(multisample antialiasing), excluding pixel shading time, using our
method with LOD. Obviously, for such a large scene LOD plays an
important role; without it, our method takes 47 ms to rasterize hair
in this scene.

To provide a direct comparison to LHS, the state-of-the-art
method for rendering strand-based hair models in practical ap-
plications, we generated the hair models in Figure 7 using our
method and extracted the strand data, to ensure that both methods
render identical hair models. Then, 1% of these hair strands are
selected as guide hairs, and LHS weights are precomputed for all
hair vertices. Finally, we rasterized the resulting models using LHS,
which takes 18 ms (with or without MSAA). We experimented with
different numbers of guide hairs (.1% to 10% of hairs) and did not
observe a measurable performance difference. In comparison, our
method can generate the identical models on the fly and rasterize
them in 1.8 ms without LOD to produce an identical image (without
MSAA), a performance improvement of 10X. Using 8X MSAA, our
method’s time goes up to 3.3 ms for these models. This cost increase
with MSAA hints that our method could benefit from an optimized
software rasterizer, instead of relying on the hardware rasterizer of
the GPU, as we use in our tests. Note that we do not animate the
guide hairs of LHS in this test, so the resulting rendered image is
identical to ours.

The performance difference between LHS and our method can
be explained by the amount of data used by the two methods. While
LHS requires 340 MB for these models, our textures only take 39 KB.
Note that we do not use LOD with either method in this comparison.

Figure 8 shows hairstyles rendered from different distances to
the camera with and without our LOD. Notice that our LOD meth-
ods can produce a similar image to rendering without LOD while
gradually reducing the rendered model complexity.
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Figure 9 shows 200 Utah teapots, each with a separate hair mesh
and hairstyle of 50 thousand strands rendered using our method
without instancing. All hair in this scene rasterizes in 1.8 ms with
8X MSAA and 1.1 ms without MSAA using our method with LOD.
Without LOD, hair models in this scene form 66 billion triangles,
which rasterize in 150 ms using our method. All hair strands are
generated using our 5 textures per teapot that fit in 3.2 MB for this
entire scene, varying between 11 KB and 27 KB per teapot (based
on hair mesh resolutions of 198 to 378 vertices).

Figure 10 shows different hairstyles generated using our method
with different sets of styling parameters. Notice that a relatively
low-resolution hair model is sufficient for generating a complex
strand-based hair model with intricate details. These hairstyles are
merely some examples of what can be produced with the styling
functions we implemented. Note that various other procedural
styling functions can be easily integrated into our system.

Almost all hair models in Figure 10 take 1 ms to rasterize. In our
tests, disabling all styling computations provided only about 10%
to 20% improvement in the total render time.

5 CONCLUSION

We have presented how hair meshes can be used for real-time
strand-based hair rendering to achieve an unprecedented level of
performance, accomplished via careful distribution of the workload
in mesh shaders, offloading a part of the computation to texture
filtering units, and LOD. We also describe how to attach contin-
uous styling coordinates to the hair mesh, such that the styling
perturbations remain consistent as the hair mesh deforms. Thus,
our method can render strand-based hair for hundreds of characters
at real-time frame rates on high-end GPU and makes strand-based
hair rendering much more affordable for lower-end devices.

One major constraint of our approach is that the hair models
must be defined using a hair mesh and a set of styling parameters.
We cannot take arbitrary strand-based hair models and automati-
cally convert them into our representation.
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Figure 9: 200 Utah teapot models with unique hair models. Each hair model includes 50 thousand hair strands with a different set of styling
parameters. The hair meshes are simulated to generate the hair animations. All hair in this scene is rasterized in 1.8 ms in total with 8x MSAA.
Our 5 textures for 200 separate hair mesh models in this scene fit in 3.2 MB (17 KB per teapot on average).

Figure 10: Different hair meshes and hairstyles generated from them, rendered using our method without LOD and with 8X MSAA. All hair
models have 100 thousand hair strands and take 1 ms to rasterize, except for (e), which takes 1.8 ms. The hair mesh resolutions and the storage
costs of the 5 textures we use for representing each of them are (a-b) 185 vertices/13 KB, (c) 477 vertices/34 KB, (d) 7892 vertices/563 KB, (e) 1316
vertices/94 KB, and (f) 3236 vertices/231 KB.
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