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This document provides all additional data gathered
during the analysis of time and energy classification
costs for ray tracing. We present each statistic across
all scenes, aggregated for clarity. This is to highlight
the effects of scene size.
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Fig. 1: Comparison of the energy contributions per ray
for the Trace kernels (non- and shadow rays) for all
scenes.
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Cumulative Contributions to Final Image Frame Render Times
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Fig. 3: Cumulative distribution of the percentage con-  Fig. 4: Frame render times up to maximum of 9

tribution to the final image using different metrics. All  bounces. The CPU implementation uses 500 samples
scenes rendered with maximum of 9 ray bounces. per pixel (spp), while TRaX uses 1.
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Frame Render Time, Crytek Sponza Frame Render Time, Dragon Box
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Fig. 5: Distribution of time spent between memory and compute for a single frame of each scene rendered with
different maximum ray bounces. Render times are dominated by memory stalls for the larger scenes, taking up
approximately up to 80% for larger bounces. Crytek Sponza can mostly fit into cache and as such predominantly
spends time on compute execution even for bounces larger than 1. For the other scenes, compute comprises a
significant amount only for primary rays.
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Average Time per Ray, Crytek Sponza

Average Time per Ray, Dragon Box
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Fig. 6: Classification of time per kernel normalized by the number of rays. Each scene rendered with maximum of 9
ray bounces. Note: contributions from the Generate and Shade kernels are negligible compared to others. Shadow
Trace is somewhat less expensive than Non-Shadow Trace due to algorithm optimizations.
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Average Time per Ray, Trace Kernel, Crytek Sponza Average Time per Ray, Trace Kernel, Dragon Box
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Fig. 7: Classification of time per ray spent between memory and compute for the Trace kernel. Each scene rendered
with maximum of 9 ray bounces. Similar to energy costs, the memory system takes up the majority of time spent
for the Trace kernel. Note that memory stalls dominate all costs, except for in Crytek Sponza. Though even for
that scene, stalls are a sizable portion of the total time spent.
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Average Time per Ray, Trace Shadow Kernel, Crytek Sponza Average Time per Ray, Trace Shadow Kernel, Dragon Box
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Fig. 8: Classification of time per ray spent between memory and compute for the Trace Shadow kernel. Each
scene rendered with maximum of 9 ray bounces. Similar behavior as to the one observed with the (non-shadow)
Trace kernel. Memory contributions level off pretty quickly after the first bounce due to caches being thrashed
and already working at capacity.
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Frame Energy Usage, Crytek Sponza Frame Energy Usage, Dragon Box
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Fig. 9: Classification of energy contributions by source for a single frame of each scene rendered with different
maximum ray bounces. The majority of energy contribution originates from the memory system consistently
throughout the four tested scenes.
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Average Energy Usage per Ray, Crytek Sponza Average Energy Usage per Ray, Dragon Box
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Fig. 10: Energy classification per kernel normalized by the number of rays. Each scene rendered with maximum
of 9 ray bounces. Note: contributions from the Generate and Shade kernels are negligible compared to others.
Shadow Trace is somewhat less expensive than Non-Shadow Trace due to algorithm optimizations.
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Average Energy Usage per Ray, Trace Kernel, Crytek Sponza
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Fig. 11: Classification of energy contributions per ray by source for the Trace kernel. Each scene rendered with
maximum of 9 ray bounces. Notice: despite hairball being smaller in triangle count than San Miguel, due to its
depth complexity it has a very significant memory energy usage. Though the Dragon Box scene is relatively simple,
the Dragon model can "trap” rays thus leading to extensive use of memory for triangle intersections.
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Average Energy Usage per Ray, Trace Shadow Kernel, Crytek Sponza

0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2

Energy (1))

0.1

0.0
100

80
60

40

Percentage

20
0
0
Ray Bounce
[ Compute [0 Local Store W L1 [ DRAM
I Reg. File B |. Cache | _ W]

(a) Crytek Sponza

Average Energy Usage per Ray, Trace Shadow Kernel, Hairball
6

Energy (1))

Percentage

4 5

Ray Bounce
[ Compute 0 Local Store w1 1 DRAM
N Reg. File B | Cache W)

(c¢) Hairball

Average Energy Usage per Ray, Trace Shadow Kernel, Dragon Box
2.0

Energy (1))

Percentage

3 4 5 6 7 8

1 2
Ray Bounce
o Compute 0 Local Store  mmm L1 =0 DRAM
HEm Reg. File B |. Cache W)

(b) Dragon Box

Average Energy Usage per Ray, Trace Shadow Kernel, San Miguel
25

2.0
1.5

1.0

Energy (1))

0.5

0.0
100

80

60

40

Percentage

20

Ray Bounce

[0 Local Store
B |. Cache

[ Compute
Hmm Reg. File

oL
W)

" DRAM

(d) San Miguel

Fig. 12: Classification of energy contributions per ray by source for the Trace Shadow kernel. Each scene rendered
with maximum of 9 ray bounces. Shadow Trace behavior is similar to non-Shadow Trace. Again, DRAM is taking
up the majority of energy contribution. Memory usage in Hairball scene is most significant of all due to depth

complexity.



